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RANKING OF COMi.UNITY ORGALIZATIONS |

1. Introduction., This paper treats some problerms which came up in connec-—
| tion with the task of ranking social orgarizations on the basis of their corinon
membors, If‘19 and Osfere two organizations and if the leade:s in €;7gre run ofj
the mill members of )Q and if no high ranking members of }D belong to {;7;5
would feel intuitively that &ia fhigher" than 71!1 the social hierarchy., In
addition to the relative helght of two orranizations we are also interested in
their relative "spread". If for example, )sp and €;7;ere each divided into
leadersn, middle group, and bottom group, and if the common members of the two
organizations came from the middle group of ? but came from all groups of 7
ve would say tnat P has pgreater spread than ’7.

If there were some indepenccnt measure of the heifht of individuals one
occuld doafine height and spread relatively eacsily, For example, if j$7={g;..:}
has r mombers and h(a) is a real number representinr the heipht of a we

coulid take

(1) b(g) = 3 % h(a)
a

as a measure of the height of P and for the sproad of ?we could take the

variance

-~

(2) o(f = Z;P (:(a)-n(g)?
a

or the maximum difference
(3) 8'(p) = 2% h(a) - E%“p h(a) .

However, in yeneral, trere " no acce Labl: meairure of tr heigh. of an in—
dividual so it is desirable to construct measur«s wnich dopend only on tie
amcunts of overlapping becween sukdivisions of the vurious orpganizaticns, Here

the measgures may be only relative, i,e, will merely tell which of two orgeniza-

= J
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tions 1is higher witaout siving a measure of the absclute height of cither nf ;‘"J
organizations being compared.

2, Relgtive Leignt and spread of pairs cf organizations. We suppose that
each organization P is subdivided into n strate Pl”"’ ?n starting with o

highest group Pl and going down tc a lowest group Pn' e set
(L) p1=0(?1) /0(?) (1=1,...,n).

[For any group Flwe denote by C (y) the nurbar of memters of )‘IJ Let 7be

a sccond orranization with strata "z,..., Z ard sot

(5) ay = 0(%7,) / o%7).

low, 1if Pﬂ7is not empty we set

(6) rg = (P AT /0PN (4,5 = 5yeeepn).

Wo wish tc construct some functicn of the Pys dg» Ty which will tell which of
P and 715 higher and to construct another function which will tell which
has great spread.

A special case of importance is that of equal su-divisicns, i,e.

(7) Pp=ay = (1= 20m)
where @ = % o« In this case the functicns will depend only on the n by n matrig
R= (rij).

Firat consider the problem of relative height, If an individusl a belongs
to Pi ﬂ%where i,J, i.e,, 1f he occuples & higher position inpthun in 7
then so far as this individual is concerned 713 higher than P. This con-
clusion, of couree, depznds on the assumrticns that the individual tries to
achieve as Ligh a ooition as possihle in each organization to which he %:lonrs,

and that the position achieved by any individucl depends -nly on ris "hedzht!

=

(whizh we do not know). In practice neither of tl-se assumpticns is valid for

Lol e i




each individual although they might tend tc be correct in the averags.
One would say thet an individual in §, /) 73 gives more evidence of dif-
ference in height of P end qthan one in P2 ﬂg. This suggests the tol-

lowing function

(8) £(R) = & (1-§) 7y,
1,

and the definition P is higher than 97, written 'P}f T ie t(R) 0. If
f(R) = 0 we say that Fand o7have the same neight, writtenﬁ: 7.
h

Let uy = ;rij’ vy = % Ty (4, =1,...,n). Then we have
(9) £(R) = 5 1(uy~v,).

To see this we write

£(R) = ; Jz 1:!'ij - ; ; Jrij= % iui- %‘jvj=21 (ui_vi).
Next, for spread we first consider for each i the average position in %f

the members of Pi /7 % This 1s given Yy

(20) r,, = a% Jz Ims (2= 2yeeeqm)
and dually
I 5
(11) r;E 73 - Ty
We ther introduce the function
4 (2
(12) R = & fir, - 92 o ) i
i’J <o i .y .J

and say that P haa greater, eqiul, or less spread than 7according as ¢g(R)
is positive, zero, or negative,

These functions f(R) and g(R) arc not the only ones that could be used,
and are introduced primarily so as to prcvide something concrete to work with

in building a ‘hcory.

—— ENGINEERING RESEARCH INSTITUTE - UNIVERSITY OF MICHIGAN -—
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We observe that if is empty (e.g- ?: Rotary, % Lions or P =

Methodists, 7=~ Catholics) we get no comparison. One might say if P/? 718
empty but Pﬂ E and 7” f ars not empty we should somehow use the functions f
and g computed firat for P and R and then for 7and p and then make some
comparison of P and 7. Such a comparison would be Jﬁs-tified only if the
order given by £( ) is transitive, i.e. , P}f % ana 07§ }? implies P; ,? 1
This is not the case as the following example shows. Take n=2 and let the only

common memﬁers be those indicated in the table below.

P
P2

p

!

o
7

7

82

K1
R

aq 8y
then clearly Pﬁ 7, 7§ )?, and P{; P.

In splte of their limitati- ns uthe functions f and g may be useful as
‘bullding blocks in a theory.

3. Unbalanced stratification. We turn next to the case of unequal subdi-
visions, and consider how the numbers Py 9y ghould be introduced into the mea~
dure. The point of view-we‘ take is that, theoretically, one should alway'a.
strive for equal subdivisions and the numbers Fas qj shculd be used in correct-
ing the matrix R for 'any bias introduced by unequal subdivisions., We do this
by constructing a rnew matrix R* = (r;j) whose entries are estimates, based on
the observed rij’ Py qj, of what the matrix R would have bzen hed the subdivi-
elons been equal. We shall describe the process of passing from R to R* as

removing the biae caused by use of unbalanced chratification,

We now set up some general criteria which will serve as tests fcr the
adequacy of varicus bias removing constructicns,
First we have some requirements for whatever functicns are used to measure

height and spread. If the suvdivisions of P and %re equal and the matrix R

is symmetric (r.e. rij = rji) we require that P and 7shall have the same




height and the same spread,

Consider the case of a aingle orcinization P stratified by two different
investigators into subsets Pl""’ Pn ernd 190002 d7n vwith corresponding
proportions PyseeesPy and Q1seeesdpe We now apply any measures of height and
spread treating }: as though it were two organizations., @We assume that the two
stratifications are coneistent in the sense that there exists a simple ordering
of the individusls which is a refinement of both stratifications, This is
equivaient to the requirement that for each 1 and j one of the two sets
Pl U..U ’71, 71 U... U % contains the otlrer,

This assumption makes it possible to ccmpute the riJ as functions of the

p; and aye Clearly ryy = min (pl,ql). Proceeding inductiveiy we get
(13) ryq + Tyo + eee + rij = min(pi, MX(O,QI + eoe qj—pl-..--pi_l))

and its symmetric counterpart

(1) Tyt Ty teeet Ty = min(qj, max(0,py +eoot pifql""'qj—l)) .
In particular
(15) ui = pi’ vJ = qJ (i’J = l,o.o,n)o

Now suppose that a function R* = b (R,pl,...,pr, ql,...,qn) ie proposed
as a blas removing construction., Complete removal of bias for two consistent

stratifications of a single organization Pwould lead to

(16) R’ =0"In’

since this is what would be obtained from consistant equal subdivisiona, How-

ever, if this were not achievec one might ask thet R* be symmet-ic, i,e.

(17) R* = (rR")Tr

here Tr indicates transposed matrix,

— ENGINEERING RESEARCH INSTITUTE - UNIVERSITY OF MICHIGAN 0
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1f R" 1e symmetric then we at least are assured that we will not be claiming
that an organization is hisher than (or has more spread than) itself,

Finally with reference to particular measures f(R) and g(R) of reiative
height and of relative spread we mipght ack that
(18) £(R*) = 0 and g(R") = 0,

Note that (16) guarantces (17) and (18), and {17) guarantees (18) whereas
knowing that (18) is true for one pair f( ) and g( ) gives no guarantee that it
will hold for other measures. Thuc it is highly desirable to achieve (216)
and (17).

4. Bias removal by matrix nmultiplication, If Pand Vare two stratified
organizations the bias in the comparison matrix R can be regardad as coming from
unbalance in both etratifications., It is natural to ask if we can rermove the
bias in tw~o steps, one to care for the unbalance in the Pi end onz for the une
balance in the 71; and moreover, so that the firat step is independent of 7
and the second step is indspendent of P e« In other words we ask if it is pos-
sible to associate a correction opsration with each stratification of each
organization,

Let Pl”"’ Pn be u stratification of pa.nd let ZI,..., z\ be a con-
sistent equal stratification, E{ere we assume either that O(P) is divisible by n
or that O(ﬁ is large enough in comparison with n so that approximately equal
subdivisions are ,.ossible, For example, the case O(P = 10 and n = 6 would be
ruled out, but 0(’) = 50 and n = 3 would be accepted. Actually the corrections
obtained can be applied in every case but the justification depends on the exis-
tence of the Zi.]

Now suppose that Py is the proportion of PJ which lies in ri, i.e,

Pyy = o( Pj /)z.) / of Pj)’ Clearly PJ = E/ (Pj 021), hence

(19 = 10
) % Pyy
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Since Py = o PJ) / C("D) end@™= 0(21) / O(p we heve from&l = (jj?j ns*.) :

o( &) o P, NEL) o(P,)
______ 5 o( Fj NSy - ___8._______ . __2:1__
o(P) o) 7o) o(4p)
or

(20) o = ; pijpj .

Because of our assumption of consistency “etcon the ?j and Zi stratifiH

cations e get

2l 0 1f Pyt ... 4Py g (1-1) o=
Pyt e +pJ-(i-1)o-1r Pyt oee 4Py < (1-lo=<p+ ... +P, £10-
» Pf‘ ™ A8 Pyt oo 4By < (i-1¢=and 1o-<p1 cee 4D ‘
P, if (1-1)e=S Pyt oo +pj-l and po+ .. +p €io—
ior—- (p1+ cie +pJ_1) if (1-1)—S Pyt eee “Dyy CigSf Pyt eee +pj
i 0 if 1 Ep+ ...

+pj-l
e define the “iae corrccticn for Pto br the rcplacement of the matrix

R by the matrix R' where
22 = 2
This has the éffect of splitting r}'j into the same rroportions as P, is

split by the g
In matrix form (22) becones

(23) R* =PR

whore )4

(pij).
To remove the hiza causcd by inequaiities in the stiratificaticn of 7%
form the matrix Q = (L‘”) where Log = 0(7-3/721) / of %) end then replace RY

by R" where

(216) rij =;riy qJ/ .

o ——— it =




1
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In matrix form 8
(25) R* - rQ™ = PR

The associativity of matrix multiplicaticn, i.e. (PR) QTT =P (RQ'P"), showg
that the final :esult is independent of the order of the corrections,

The following example illustrates the procedure, Let p = 7have two con-

sistent stratifications in which P, = 5, Py = %, Py = %, and q; = %, q, = %,
qq = % then (see(132) and(21)for computations of K, P, and Q)
(26) 1 1 5 2 o o |l b 1o |
% :
- l - K— = ~
R 0 é il P S o (l, Q c § 3
o o o % 1 o ¢ 1
| i |
and
(27)
R" =P RQIT =

¥4 &Sl
BN

This result 1s no accident, For let Pi and % be any two consistent

» [ 3

stratification of an organization and let R" = PRQTT. Then u, = v.1 = 0~where

uz = ;riﬂ' etc, We have
(28) uz =§r:‘, =%pi«rwm.

New by (19),;q‘u= 1, henre uI ﬁpww.
By (15) ;x;“az -Pe¢s hence uz =;pwp‘qand by (20) this isg=, The proof
for v; =g=is simllar,

It now follows from (9) that £(R*) = 0, 1.e. condition (18) holds for the
£( ) defired in (8), However, for R" piven by (27) wec do not have g(RM =0
hence the second h:1f of (18) fails for the g( ) of (12), Of ccurse (27) shows

that neithar (17) ncr (16) hold for this type of blas correction,
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More generally we ask for ways in which a matrix P can be assigned to each
(pl, i ,pn) so that wherever /Pl’ cios s ?n and 0;{, soi 3 %are tve consis-
tent stratifications of an orpanization, that R" = PRQh' has uI = v; = o~
(1, =1, «e. ,n)o In view of (28) it is sufficient to have equations (19) and
(20) for each P.

We naturally require that P = I if pyj= ... =p, =g—since then there is
no bias to be corrected. Now 1if Q= oo =, =0 i.e. Q= In we get
» »
uy =%: Ty =£ p““r“y==§pu_(p« since ;riy =Py
This shows tha’t condition (20) is also necessary. We have not been able to de-
termine if condition (19) is necessary.

5. Bias removsl by simultaneous co.rections., Although this first rmethod
is not eantirely satisf .ctory 1t pouints the way to a second imporved method-
One objection to this first method is illustrated by our example above, Here

P = i was tco large and we corrected each r,, to take account of this., Now,

1§
since ZI cﬂ anle is higher than 22 perhaps we should have assumed

that all members of ?1 /7 71 belonged to 2 1l and have made any necessary cor-
rections on the later rw. The followinp method incorporates this idea.

Suppose that ,Pl U...U R-l CZI.I. U...UZi;g U..Uﬂ,

i.e, Pyt oo +ph_r(ir‘ Pyt eee +Ppe It seems rcasonable to reguire that

» .
(29) Ut eee Uy = UpE ool iy g 49Uy

where o = (ig~ (p1+ o +ph_1)) / P+ This 1s equivalent to arcuring that

for each organization 7“ have
(8 U UVIVNR NP oS U SN E
oo P, NP o(§2,)

We introduce a 1core detailed notitiun to cuse for all i, Let hibe defined

(30)

by the equation
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(31) Pyt .o "'phi—l <ig S Pyt - -1»phi (=1, «.. ,n)
and let
(32) “i = (Lg= “Py= e -phi-l) / Phi (1= 1, «.. 4n).
Similarly suppose that kj and ,ii are defined by
£ =
(33) Qqt een +qu_1 < JomSapt ... +th (=1, «vc ,n)
and
(34) ﬁj = (Jem-q,- ... -th_l) /qu (3=1, «.. 0.
We now define u: and v; inductively by the equations
™ ™ ™
(35) ui = ul 4 o0 +uhi—1 + diuhi - ul“ XX} -ui“l (i = l, ece ’n)
and
. " ul _
(36) VJ = Vl+ [ X N} +ka—1 + ij vhj - Vl- LN X .vj-l (J = 1, [ X N1 )n)o
Our next task is to define a matrix R = ‘ r:J n for which the u: and
™
v'1 are resnectively the row and column sums. Our definitions arc irn-ductive; to

determine r:J we assume that all r;J, r;k with h<1 or k¢ J are already known,

First, we set

(37) oy = uhi - Thy1- eee -rhikj (154 =1 s seie o7)

(38) dyy = vk.1 - rlkj" vee ~Thyks (1,§ =1, ees ,n)

(39) on = u: - rIl = nee -r:J_l (5 =32 wes s0)

(40) dzj 2 v; - r:J S -r:_lj (4,5 = 1, vs. ,n) and then
(41) ry = n ["IJ’ dy s max (e =Xyoyy, a3y = By ay,)f

Note, that for 4 = J = 1 (41) reduces to

———— e
[




o —

l

(42)
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r;l = min [u{, v;, mx(u{ -#,cyq, v; = ﬁl dllZ}

which gives a basis for the inductive definition.

1

We now apply this sacond method of correction to the test case of two con-

sistent subdivisiona of an organization ? « We now have from (15) Uy = Pyy

\r.1 = q.1 and hence from (32) and 34) we get

(43)

“‘—

» =
u; = vy =g=(1, = 1, «es ,n),

Next, from {13) and (14) we get

OiJ = phi - min(phi,ql+ oo +qkj L0 Pl- see “phi_l)

and

dyg = iy = PA8(%pPYF eoe #Png = = eee Ay

Thus °iJ =0 1if Pyt oo -f'p}li ‘q:,f eee +q) and otherwise dij = 0; hence

* »
m(oij = -(i Oy dij - ﬁj d“) Imin(czj, d;J) from whichk it follows that

(44)

In particuiar Ty =0 fle now te!: as .n inducticn hypothesis that

(45)

r:J = min(o:J, d:J ) (1,0 =1, vee on).

r;4< = 0~ dpuc

for all (y ,.4) ¥ (1,3) such that Y€ 1,45 §. Then

(46)

and

(47)

Hence

This com;letes the induction arjrument uné ¢stablishes the equality R

1=, o—if 351
c =ge- ’-d". =
1 ug e "o 1r jm
o[
13 (o 1r 12y )
» * * _
ri.1 = min(cij, dij) ""7{13'
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Thus we see that this second method of removing bias meetis our strongest test
cordition (16), whereas the first method gives only the weaker condition (1.8)
and this only for the £(R) given by (9).

6. Some relations between the unbiused matrices and their functions, Let
R; be thne comparison matrix after bias is removed by matrix multiplicaticn,
Let 35 be the comparison matrix after bias is removed by simultaneous correc-
tions, Let u: and v; denote the row and cclumn sums respectively for R;
(u: and v; will refer to R;).

First we will show that
. .

To prove this it 1s convenient to have (21) written in a different form., After

dividing both members of (21) by pJ and introducing the h; defined in (31)

we get
F 0 if J<hy 4
1- i J <h
-"1a =hy_; <Bby
- ‘7&3 if b o= h,
4 1 it h,_ <3<,
oy if hy 31<J =hy
0 if hy ¢
ir- - o0 -
where O(ig 2} pht}.
Pp-1
and
i-l b= - ee0e *™ X K] - i—l
1ot oo SUOTTRT e g At e g T D

Phy_y Phioy

»
Remembering that R = PPQ'T, and using (28) and {19), we write

I3t ® = - -
. ! “,,%apw Wae au T ;;:”w YK TGPy TV




We have from (35), using the new notation,

» » *
(51) Ui = u1+ eeso +uh1_1 + “1 uhi -(ﬁl+ see +ui_2 + u;-l)
und
» » L
= of =
(52) U _q = up* .eo Yo oyt Mty (T+ o.. 40, 5).

Henca, on substituting (52) in (51), we write

*
=" _ e
(53) Uy o= (-9 gy, o4 Up, 4Tt eee Hip oy + ‘fiuhi, if b, , <hy.

if b, ; = hy, then

»

(54) o= (di- qi_l) up, = % Up, = pihiuhi’

since

RO . e NN i .. bl = S =3
phi phi phi

80 in any case, we see by (49) that

"
(55) 8 = ry
J
for if J(hi_l or p)hi then Pyg = 0. Thus uI = ﬁ; o By a similar argument
. "

Next we will prove ttat
(1) £(R]) = £(RY).
By (9), (48) ana(56)

(&) = § a(u} - v} = 2 4] - 7D = 2(&).

—— ENGINEERING RESEARCH INSTITUTE -+ UNIVERSITY OF MICHIGAN |
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7. Some 1llvatrative examples, The particular cases of equal consistent
and unbalanced consistent stratifications have been covered in the development
of the theory. We will now illustrate the thsory for unbclanced siratificalicng

when a comparison matrix R is given,

Exampile 1, La% p and Vbe two organizetiuns with twc stratifications

earch vhere p1 g. Py = g; ql = "') q2 2 and

1-3 é” R

R =

For example, ? may have 50 meml..rs with 2C t longirng to ¢l and 30 tc PZ’

and 7my contain 70 members with 40 belonging to 71 and 30 belonging to 72.

0f the 10 members Pand 7have in common 2 of the mem'~rs in g are also in
1? 4 of the members in P are in 72, 3 members in fz are in 71, and

1 member in f isin7

= - -2 ]
Vow u, = TO’ W, = -%, v, = lg and v, = 350 S0 from (9),

.é..._)—__-

B+ 2 (35 10

£(R) = 2t - 2

Thus we conclude that 713 higher than Pfcr the blased matrix R,

Further, r1.=§, ry, = g,rl=§andr.2=§-. Thus by (12) l
- 22 5 _ 42 _ 2y2

e =G -1"%+(3-274+C-1* 24 G-2 3
F-0*3-¢-272-¢-0*i- ¢ -0

80 we say ? has rreater spread tha. 7.
*
We wish also to find the unbiased matrix Rl. From the definitions of pij

and qij’ using the yarticular illustration with 50 and 70 members respectively,

we find that
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In general, P and Q may nlso be found by (21). .’ So

- 25 |
= (PR) Q 5

R =
1 & 15 5 !

Hence by (9) and (12),

%& A~ =229

»
R)=-
£(RY)
and

g(R{) ~ +034, vthere ~~is an approximaticn symbol,

»
Finally, R2 is found in thc following way.

012 = 05 Cp1 = Ths Cpp = 0y dyy = 0= dyy = dy) = dyp,
(41) we pget in order

* »
cll = ul = %,
" »
dyy = vy = b
g 2 [_ 1.1 7] - 2
S [3’ 162 X AETIETY | I kL
o =ut ot M
127 % "™ T8
» » 9
» 9 11 9 11
. - i g, =2
B 0o [ig’ 16* "X [;3 161} 28

etc,

21 43

% 1.1 10

Sinceot = %, for 1 =1,

2 _ 2
s 2 _ , _ 2 _ 1

%(1 % ‘ 5 + g and thus hl = 2. So b\ (3?) = ----2-—-5- = g .

4 7
Similarly when i = 2, hy = 2 and °‘2 = 1, when § = 1, kl = 1 and ﬁ =g and
whenj=2,k2=2and/£2=1. Thusby(35)and(36),u=u+ 1% =
»
W, = %, vi = IZ and vs = Ig' Further using (37) and (22), €19 = Uy = Ty

Fron (39), (40), and

% -

UNIVERSITY OF MICHIGAN vy

:T%,
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Hence
™

In this example the twc bias corrections lead vs to cppoostie conclusinns
for relative spread.

Example 2, Let ?and 7he two orranizations with three stratifications

1 b 1
each where P, = 5 P, = %, p3 Z 6’ q, = %, q3 =5 and
1 4
R= = 1
10 0

By the methods used in sxample 1 i find that

. 1 O 32 o
Ry = 23 22 0
| 110 1 e 3

el e )

We thus find the relative hei-ht nd rclative spreed nuat s ¢35 ~iven in Tablel,

1
ol SN e

Table

2 s | P
L ]
he)
o
A 9,41
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For relative spread all three tests give the same result, i,e, ¢ has
preater spread than 7. As for relative height, the unbiased matrices give a
result which differs from that of the blased motrix,

Example 3. Let P and c7be two organizations with three stratifications

eachwherepl=§,p2=§, p3=%, ql=%, q2=%, q3=]3.,

and

0 1

oo}

0
T
=
- O O
(@)

@]
®

We find

S
n
O
woOo
[eNeoNeo]
O+ N

[eNoNe)
woo

|

From these values of R we pget Table 2,

s 2
-] 4

Table 2

[+4
o

0 0

P\?’l .—Pl 2
t |

o hoIn
Y

Without blas removing matrices we would conclude from Table 2 that the
two organizations nave the same relative height and tho same rclative spread,

But the unblased matrices show that P is higher than %.hereas 7}135

greater spread than P .

17,

#—.-.L-
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Exanple 4, Let f&nd be two organizations with four stratifications

each where
=1 =1 =1 =3
Pl =3 P._ 4) P3 6, PA 4’
=31 1 =1 = 1
q1-3) qz—g’ q3_6’ q4—3’
and
1 1 0 0 1
R = ia 0 l 1 1 [y
0 0 0 0
3 0 0 2
Thus
R“ 1 27 9 9 27
e = 9 35 43 a3
1”28 0 16 20 12
j 108 36 2 (
and
9 9 0 0
K = 3 6 8 16 0
12 0 0 0
9 7 8 36
along with R give the numbers found in Table 3,
Table 3
g 4
R 1.528 « 300
R | -.043
. .L50
Rz "'0965

From Table 3 we conclude that P is higher than ; in el cases, The two
bias removing tests indicate that 7has greatcr spreed thanp » but the

given matrix indicates that yhaa greater spread than ;.
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These exanples indicate the importance of the bias removing processes and
alsc that each method for removing bilas has value, In example 1 we see that

bias removed by simultencous corrections is necessary for relative spread. In

examples 2, 3, and 4 we see that some sort of bias reroving method is needed, |
If we wish only to test rslative height, then the R; matrix is unnecessary,
Further in all the examples g(Rﬁ) £ g(R;). Whethar lhis is generally true

|
|
is still an open question, i
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